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Abstract 

In sample surveys, small sample studies are usually known for their sensitivity. Hence, many studies on estimator formulation 

in ratio estimation are based on moderate or large sample study. In this study, an alternative ratio type estimator capable of 

solving small sample problems was proposed. The bias and the variance of this alternative ratio type estimator were derived. 

Two life data sets of small sample sizes and a secondary data of large sample size were used to justify the superiority of the 

proposed alternative ratio type estimator. It was observed that the proposed alternative ratio type estimator was more 

efficient than Tin ratio type estimator with respect to its bias and the variance, provided its condition is met.  

Keywords: alternative, ratio, estimator, bias, variance, efficiency. 

 

1.0 Introduction 

The literature on survey sampling describes a great variety of techniques for using auxiliary information to obtain more 

efficient estimators. Ratio method of estimation is a good example in this context. If the correlation between the study 

variable y and the auxiliary variable x is positive (high), then the ratio method of estimation is quite effective. Many authors 

have used auxiliary information for improved estimation of population mean of study variable y with moderate and large 

sample sizes [1-5]. In sample surveys, supplementary information is often used for increasing the precision of estimators [6-

9]. In this study, an alternative ratio type estimator capable of solving small sample cases in sample surveys is proposed. This 

estimator can favourably be compared with that of Tin ratio type estimator [10] which was derived from Bearle [11] 

estimator when we have an infinite population. 

Tin [10] defined its ratio type estimator as )](1[
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Tin [10] gave its bias and variance in )( 3nO as: 
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respectively,  where .yxxy ccc   

 
2.0 Materials and Methods 

2.1 Data Used 

To demonstrate the efficiency of the proposed alternative ratio type estimator, aay  , over Tin ratio type estimator (t) capable 

of solving small sample cases, two life data sets are used to give room for easy comparison. The sample sizes considered in 

this study are: 3, 4, 5, 6, 10, 15, 20 and 25 with the intention of knowing what will happen to the proposed estimator, aay ,  as 

the sample sizes increases. These two life data sets are the published students’ scores in Statistics for Agriculture and 

Biological Sciences during 2009/2010 and 2010/2011 academic sessions. 

 

2.2 On the proposed alternative ratio estimator, )( aay  

Let N and n be the population and sample sizes respectively,  X  and Y  be the population means for the auxiliary variable 

(X) and the variable of interest (Y), x  and y  be the sample means based on the sample drawn,  
*x  and 

*y  be the  means 

of the  auxiliary variable  and  variable of interest  yet to be drawn [12] (i.e. the means corresponding to the (N-n) population 

units) and  be the coefficient of correlation between X and Y. 

The relationship between X , x and  
*x  is 

*)1( xfxfX   while that ofY , y  and 
*y  is

*)1( yfyfY   

[12]. The proposed ratio type estimator is given as: 
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2.3 Bias and Variance of the alternative ratio estimator, )( aay  

Using power series expansion,  
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Also, 
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2.4 Efficiency comparison of  aay  over t 

Considering the first terms of the variance of aay  and t, the proposed alternative ratio type estimator, aay , is said to be more 

efficient than Tin ratio type estimator, t, if and only if, 
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Also, Tin ratio type estimator, t, is said to be more efficient than the proposed alternative ratio type estimator, aay , if and 

only if, 

]2[

)
)1(

1
(

]2[ 22

22

22
2

yxyxyxyx cccc
n

nn
Y

cccc
n

R
 


 , that is, 

2

2 1
)

)1(

1
(

xnn



 

 

3.0 Results 

The estimates obtained using the two life data sets described in Section 2.1 are presented in Tables 1 and 2. 
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Table 1: Estimates obtained on t and aay  using 2009/2010 academic session life data set 

________________________________________________________________________________________________________________ 

Sample size (n) 3 4 5  6 10 15  20  25 

________________________________________________________________________________________________________________ 

   0.8220 0.6822 0.8019  0.7213 0.5951 0.4569  0.4879  0.3957  

)
)1(

1
(

nn
 0.0833 0.0500 0.0333  0.0238 0.0091 0.0042  0.0024  0.0015 

R  0.7543 0.6406 0.6074  0.6631 0.6333 0.5947  0.6181  0.6218 

xs 2
  308.3336 272.25 375.2998  312 202 162.7143  163.3158  169.9167 

ys 2
  48 374.25 423.8  357.7667 248.9 239.9238  200.2605  221.8333 

xc   0.3010 0.3041 0.4003  0.3758 0.2787 0.2551  0.2434  0.2370 

yc   0.1575 0.5567 0.7002  0.6069 0.4884 0.5209  0.4361  0.4355  

x   58.33 54.25 48.4  47 51 50  52.5  55 

y   44 34.75 29.1  31.1667 32.3 29.7333  32.45  34.20 

bias(t)  0.1248 -0.0395 -0.0969  -0.0341 -0.0035 0.0037  0.0061  0.0120 

bias( aay ) 0.0522 -0.0493 -0.0004  -0.0001 0 0  0  0 

var(t)  0.0159 0.0087 0.0069  0.0053 0.0218 0.0018  0.0008  0.0007 

var( aay )  0.1647 0.1285 0.0384  0.0165 0.0013 0.0002  0.0001  0.0001 

2)
)1(

1
(

nn
 0.0694 0.0025 0.0011  0.0006 0.0001 0.00002  0.00006  0.000002  

2

1

x
  0.0001 0.00003 0.0004  0.0005 0.0004 0.0004  0.00036  0.00033 

________________________________________________________________________________________________________________ 

 

 
4.0 Discussion 

The estimates for sample sizes 3, 4, 5, 6, 10, 15, 20 and 25 represents the paired scores for 3, 4, 5 up to 25 students. For 

samples of sizes 10, 15, 20 and 25 in the two data sets (Tables 1 and 2), the estimated variances of t and aay   indicate that 

the alternative ratio type estimator, aay  is preferred because it has the least variance and also satisfies the 

condition
2
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, as stated. However, the estimated variances of t and aay for sample sizes 3, 4, 5 and 6; the 

reverse is the case in which Tin ratio type estimator, t, is preferred since
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Of interest with this alternative ratio type estimator is that as the sample size increases (i.e. as the number of students offering 

these two courses); both its biases and the variances tend towards zero. To buttress this claim further using secondary and 

hypothetical data [14, 15]; 
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bias(t) = 0.0052, bias( aay ) = 0, var(t) = 0.0001 and var( aay  ) = 0 respectively. Based on these estimates, it was observed 

that the alternative ratio type estimator aay , has the least variance since the condition 
2

2 1
)

)1(

1
(

xnn



 is satisfied; hence, 

it is preferred.  

 

Table 2: Estimates obtained on t and aay  using 2010/2011 academic session life data set 

________________________________________________________________________________________________________________ 

Sample size (n) 3 4 5  6 10 15  20  25 

________________________________________________________________________________________________________________ 

   0.9042 0.7852 0.6448  0.7095 0.7497 0.7912  0.7813  0.7549 

)
)1(

1
(

nn
 0.0833 0.05 0.0333  0.0238 0.0091 0.0042  0.0024  0.0015 

R  0.8993 0.8343 0.8565  0.8745 0.8473 0.8270  0.8786  0.8847 

xs 2
  12.3333 12.9167 11.8002  11.3665 61.6001 133.4953  130.5686  127.6234 

ys 2
  8.3333 66.9167 51.1999  51.10 105.3777 114.4094  181.5237  176.6101 

xc   0.0758 0.0794 0.0770  0.0746 0.1933 0.2884  0.2747  0.2692 

yc   0.0693 0.2167 0.1873  0.1810 0.2984 0.3228  0.3686  0.3580 

x   46.3333 45.25 44.60  45.1667 40.60 40.0667  41.60  41.96 

y   41.6667 37.75 38.20  39.5 34.40 33.1333  36.55  37.12 

bias(t)  0.0027 -0.0151 -0.0064  -0.0070 -0.0081 0.0114  -0.0043  -0.0003 

bias( aay ) 0 -0.0002 0  0 0 0  0  0 

var(t)  0.0014 0.0038 0.0022  0.0017 0.0013 0.0005  0.0006  0.0004 

var( aay )  0.0042 0.0233 0.0073  0.0028 0.0004 0.0001  0  0 

2)
)1(

1
(

nn
 0.0694 0.0025 0.0011  0.0006 0.0001 0.00002  0.00006  0.000002 

2

1

x
  0.0005 0.00049 0.0005  0.0005 0.00061 0.00062  0.00058  0.00057 

________________________________________________________________________________________________________________ 

 
5.0 Conclusion 

The alternative ratio type estimator ( aay ) employed in this study is preferred whenever
2

2 1
)

)1(

1
(

xnn



, while the ratio 

type estimator (t) is preferred to aay  whenever
2

2 1
)

)1(

1
(

xnn



. The justification for studying small sample sizes 

involving an infinite population is that the two derived equations stated in section 2.4 must be satisfied. 
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